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ABSTRACT

In online learning and decision making problems such as contextual
bandit, a crucial trade-off is about the complexity of the model:
while a complex model can potentially deliver better performance,
the slower inference speed that comes with it would often lead
to violations of the real-time requirements. On the other hand, a
simple model can have the advantage of fast inference speed, but
its performance is usually less desirable.

We tackle this problem by leveraging knowledge distillation
technique. In particular, we propose to rely on a simpler model for
real-time decision making, in the meantime we use a more complex
teacher model to 'guide’ the student model towards better perfor-
mance. To address the mismatch of inference speeds between the
teacher model and the student model, we introduced a replay buffer
to cache the training data. Experimental results on two public data
sets confirmed that our approach is able to significantly improve the
inference speed in online decision making, and greatly enhances
the performance of the student model.
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1 INTRODUCTION

Contextual multi-arm bandit (contextual bandit for short) is an
extension of classic multi-arm bandit (MAB) where at each iteration
an context vector x is observed. This context vector, along with
historical actions and rewards, can be used by a policy to choose the
best arm to play. As a natural formulation for most real-life online
decision making problems, it fits well in many sequential decision
making applications, including recommender system [18, 20, 27, 30],
ads creative optimization [14, 23, 31], information retrieval [3, 9,
16] etc. Different algorithms were proposed to solve contextual
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bandit problem, including LinUCB and LinTS [1, 20], etc., where a
linear relation between an arm’s expected reward and the context
is typically assumed.

With the recent advances in deep learning and approximate
Bayesian methods, neural networks have been used to model the
context-reward relation [5, 34]. Although convergence bounds are
hard to derive for many cases [24], applying deep neural networks to
contextual bandit has shown competitive performance on a variety
of data sets.

One problem with deep contextual bandit algorithms is that they
tend to be slow at inference time comparing to traditional linear
approaches. This problem becomes more severe when the number
of arms becomes large. For a contextual bandit problem with N
arms, the network needs to be evaluated N times at each inference
step. Even in the case when arms are parameterized and heuristic
optimization is performed (e.g. [14]), multiple evaluations of the
neural network is unavoidable. For applications such as ads and
recommendation systems, decisions have to be made in real-time
with latency requirement around tens of milliseconds. Thus, slow
evaluation time would not be acceptable.

Driven by the need to perform inference faster, or on memory
limited devices, there has been a lot of work in the literature fo-
cusing on model compression of deep neural networks. A variety
of techniques are proposed, including quantization or binariza-
tion [6, 7, 10, 12], pruning [13, 28], factorization [8, 26], knowledge
distillation [15, 25, 32], etc.

Inspired by the idea of teacher-student knowledge distillation [15],
we propose a novel approach for solving contextual bandits prob-
lem, as shown in Figure 1. In this schema, we train a compact neural
network to model the relation between context, action and reward.
This is done with the help of a pre-trained, full-complexity "teacher’
model. The compact model, also referred to as ’student’ model, is
then used for online learning and decision making in contextual
bandit, since it can perform inference much faster. Parameters of the
compact model are updated online based on the observed feedback
as well as knowledge from the teacher model.

We evaluate the proposed approach offline, on CIFAR-10 and
Criteo’s display ads CTR prediction data set. Its performance is
compared to two groups of baselines: the compact model with the
student model architecture while not learning from the teacher
model outputs, as well as the deep contextual bandits with full-
complexity models. Experiment results show that our approach out
performs the former in terms of regret, and latter in terms of speed.
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Figure 1: Knowledge distillation bandit

2 PRELIMINARIES
2.1 Contextual multi-armed bandit

In the basic contextual bandit setup, an agent needs to make sequen-
tial decisions at time steps {1, 2,- -, T}, based on past observations
of the world. At each time step ¢,

o The agent observes a current context vector x; and is given
a set of arms A; or actions to choose from.

e Based on observed payoffs in previous time steps, the agent
chooses an arm a; € Ay, and receives payoff r; 45, whose
expectation depends on x; and a;.

e The agent can improve its arm-selection strategy with the
newly collected observation (x;, as, r¢,4,). The objective is
to minimize the 'regret’, which is defined as

T T

Ro(T) = E[) . req]l = ELY reg,] (1

t=1 t=1

where Q is the agent’s arm-choosing policy and aj is the
arm with maximum expected payoff at time ¢. Equivalently,
the performance of contextual bandit algorithm can also be
evaluated by cumulative rewards.

e For arms that are not chosen at time ¢, no reward is observed
for that time step.

Many algorithms can be found in existing literature that solves
the contextual bandit problem and its variations. In recent years,
combining deep neural networks with contextual bandit to solve
online decision making problems has become an attractive idea [5,
24]. While popular techniques such as LinUCB and Thompson
sampling are extended to deep neural networks, it was realized that
the high complexity and slow inference time of deep networks had
become an obstacle to adopting deep contextual bandit algorithms
in real-time applications [24].

2.2 Knowledge distillation

Knowledge Distillation (KD) can be considered as one type of model
compression which trains a smaller model (student) with low re-
source requirements and hopefully small performance degradation
comparing to an original, more complex model (teacher). Hinton
et al. [15] first proposed the concept of KD in the teacher-student
framework by using the teacher’s softened output to guide the
student model’s learning. The student model is trained with a dis-
tillation loss in addition to the task loss.
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After this seminal work, many modifications were proposed [22,
25, 32]. Some transfer signals other than output, e.g. intermediate
layer weights, other work applies the idea to large models such as
BERT [29, 33]. There is one line of research that focuses on "online
knowledge distillation" [2, 4, 19]. The idea is more about using large
scale parallel training in the absence of pre-trained powerful teacher
model. Some can deliver better performance than state-of-the-art
approaches without sacrificing training or inference complexity.
Our approach is different from this because we aim at improving
inference time speed with KD.

3 DISTILLED DEEP CONTEXTUAL BANDIT

3.1 Algorithm overview

To leverage the high performance of the teacher model while achiev-
ing low latency of online inference for contextual bandit algorithm,
we propose a simple yet powerful approach for performing con-
textual bandits using knowledge distillation. We assume binary
rewards in the remaining of the paper. However, our approach can
be easily adapted to contextual bandit problems with continuous
rewards. The algorithm assumes starting with pre-trained teacher
models, one for each arm (or one single pre-trained model when
arms are parameterized) that was trained offline. While having high
accuracy, the teacher model takes long time to predict due to its
complexity and thus is infeasible to be used for online decision
making. We use a light weight student model to make decisions
online. The student model learns from the behaviors of both the
teacher model as well as the ground truth, which is partially ob-
served rewards associated with chosen actions.

To allow the teacher model to provide guidance for the student
model during online updates, we introduce an experience replay
buffer similar to that used in neural network based reinforcement
learning [17, 21]. Our goal here is not to remove undesirable tem-
poral correlations (because there is no dynamics in our case) in
training sample, but to accommodate the speed gap between the
teacher model and the student model.

With this experience replay buffer, online updates of the student
model are still performed in mini-batches, following the procedure
described below:

e Upon receiving a context vector x;, the student model makes
a decision a; using Thompson sampling algorithm with
dropout (Algorithm 1). It then receives a reward r; and stores
a tuple (x;, a;, r;) into the replay buffer.

o The teacher model samples data points from the replay buffer,
and augments each tuple (x;, a;, r;) with (x;, ay, i), where
ay € A\ a; is unselected, counterfactual action, and 7; the
softened reward generated by the teacher model.

o Atthe end of each time interval, the student model randomly
draws mini-batches from the replay buffer, and updates its
own parameters by minimizing cost function described in
Section 3.2.

A schematic plot is given in Figure 2. Note that we can also update
the teacher model in mini-batches using the data in the replay buffer.
Its newly gained knowledge is also transferred through distillation
to the student model.

The replay buffer implements a FIFO replacement policy and we
choose the size of the buffer to decide how much stale data points
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Algorithm 1 Thompson Sampling with Dropout

Coefficients for student models at step t 0;; Student Models
MZ(C; 0); Drop out rate €; Pre-trained Teacher Model Mf(C);
fort=1,2...,T do

Receive context C;

Generate MZ¢(C; 0) by randomly setting neuron to 0 with
probability €

Selection action A; = BestAction(Cy; ;) based on M (C; 0)

Take action Ay

Observe reward R;

Append (Cy, Az, Ry) to the replay buffer (partial list of histor-
ical data) H

Update Mg (C; 0) with H and M{(C) using adam optimizer,
with loss function described in Section 3.2
end for

Random samples

’—> Teacher Model
Xt
——»| Student Model Replay Buffer

‘ Data tuples T

Scored samples

Figure 2: The student model online update with experience
replay buffer

to keep. Because the teacher model is much slower than the student
model, it cannot score all the data points in real-time, so we only
use the teacher model to augment random samples (of unscored
points) in the replay buffer. The down-sample rate € is decided
based on its processing capacity.

3.2 Loss function

In contextual bandit problems, only the rewards of chosen arms
can be observed. For a given arm a, when the ground truth reward
is available, the loss function that is computed from ground truth
for a given sample i is given by Equation 2:

L&, () = (1 - )LD, g2D) @)

where L is the cross-entropy loss for student model, r¢() the ground
truth reward arm a receives for sample i, s is the predicted reward
computed by the student model when a given arm a is chosen.
Parameter a € [0, 1] controls the relative contribution between
ground truth label and teacher model predictions.

When scores from teacher model is available for the given sample,
an additional loss function term is given by the following equation

~a(i) ~a(i)

Lp () = aDkr (o(=). A(E—) T )

where §; is the output of teacher models for the given arm, T is
the temperature, o is the softmax function and A is the log-softmax
function. Both T and « are hyperparameters that can be tuned.

DLP-KDD 2020, August 24, 2020, San Diego, California, USA

As describe in Section 3.1, when a data sample is scored by the
teacher model, we compute the teacher model’s output for not only
the arm that is pulled, but also for those arms that are not actually
pulled, given the same context. This additional information helps
the student model to learn the reward function of less-pulled arms
more efficiently, thereby speeds up the distillation training.

When learning in batches, aggregating Equation 2 and Equation
3, loss function for arm a for a given batch is given by:

N
Lygp =(1-a) Zlg(a, i)L(r“(’),gg@)
i=1
N ~a(i) ga(i) 4)
+a Y T ()Dx (o (=), A(Z)T?
i=1

T

Here, N is the batch size, Ig(a, i) is the indicator function for
whether arm a is selected for sample i, I; (i) is the indicator function
for whether sample i is scored by teacher model.

Let N, be the number of times arm a is selected by the policy,
N; be the number of times the output from the teacher model
is available in the given batch, then the above loss function is
equivalent to:

g
7 AT
)

The contribution of loss from ground truth label for arm a is
thus not only driven by a, but also number of times the arm is
chosen, as well as the number of times scores from teacher model
is available. Since the number of times the arm is chosen varies
for different arms, the relative contribution of ground truth and
teacher models in the loss functions for different arms will vary,
causing bias for this naive approach. To alleviate this problem, we
modify the contribution to loss function from ground truth for the
distilled bandit algorithm as the following:

N, i) nali N,
Lip = (1=a) LD 8" o Dy (o

1 N
Lgp =1 —-a)—7L(r%45) (6)
Pa

where p!, = % is the probability of arm a being chosen up to
time ¢. We apply pseudo counts to the calculation of p}; in order to
avoid numerical issues in cold start situations. We also apply lower
thresholds to p’, so that for rarely pulled arms the probabilities do
not become too small, otherwise they’ll dominate the loss function.
The p}, is thus calculated as

o Na+ po

a N + ﬁl

In all our experiments presented in the next section, we set the
parameters fy = 1 = 100.

™)

4 EXPERIMENTS
4.1 Image classification on CIFAR-10

Any fully-labeled classification modeling data set can be turned into
contextual bandit data set, which can further be used as benchmark
data to evaluate contextual bandit algorithms. We follow the same
approach as Beygelzimer and Langford (2009) to simulate a contex-
tual bandit data set using the CIFAR-10 data. Specifically, given any
image C;, we train a 5-layer convolutional neural network as the
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Contextual Bandits Cumulative Reward Plot
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Figure 3: Cumulative Rewards Plot for CIFAR-10 Data

student model to predict the label. We then compare the prediction
results with the ground truth label of the same image. If prediction
is correct, we receive reward 1. Otherwise, the received reward is 0.
Note that with this setting, we only know whether the prediction
of an image’s label is correct or not, while having no information
about labels that wasn’t chosen by our policy. The student model
learns from both the ground truth of rewards it has received, as
well as a teacher model, which is a pre-trained MobileNet. We use
this as a proof-of-concept to test the effectiveness of our approach.

We first compare the inference time of our model. From Table 1,
we can see that the student model dramatically speeds up decision
making, dropping inference time from 7.7 ms to 0.9 ms.

l Models l Inference Time (ms) ‘
Teacher Model 7.7
Student Model 0.9

Table 1: Inference time evaluation comparing the student
and teacher models on the CIFAR-10 classification problem.

We then evaluate the performance of our student model by check-
ing the average cumulative rewards over time. We compare the
performance of the student model trained using both the teacher
model and the ground truth. In this experiment, we compare the
effect of different weights a on the performance of the student
model. From Figure 3, we can see that student model trained with
teacher model outputs (@ > 0) performs significantly better than
the model trained solely on ground truth (e = 0). In addition, includ-
ing ground truth enhances the performance of the student model
compared to training the student model solely using outputs from
the teacher model (¢ = 0.9 compared to & = 1.0). This is consis-
tent with previous observations that including the ground truth
enhances the performance in knowledge distillation [15].

As discussed in section 3.1, in online learning situations, due
to the limitation of inference speed from the teacher model, it
is unable to score every sample in the replay buffer. Instead, it
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Figure 4: Effect of Different sample ratio €

samples on average € (0 < € < 1) data from the replay buffer to
score, where € varies depending on relative speed between teacher
and student models. We compared the effect of different values € on
the performance of the student model. From Figure 4, we can see
that our algorithm is able to tolerate very large inference speed gap
from the teacher model. We have observed significant performance
lift even when € = 0.05.

In summary, our approach is effective on achieving both high
performance and low latency, as tested on the CIFAR-10 data.

4.2 Display ads click through rate prediction

We also evaluate the performance of our approach on Criteo’s
display ads data set, which is a well-known benchmark for CTR
prediction tasks. Criteo’s dataset contains 45 million samples and
each sample has 13 integer features and 26 categorical features.
Since the meanings of the features columns are undisclosed, to
convert the data set to be used in contextual bandit experiment
we have to pick one categorical feature and treat if as adjustable
parameter (i.e. arms). In the following we picked feature C17 as
arms. The reward is binary (click or not click). We pre-trained a
DeepFM model [11] as our teacher model using a subset of the
data. We then ran distillation bandit algorithm on the remaining
data, training a factorization-machine as student model with both
the ground truth and the teacher model as described above. The
inference time of the student model and the teacher model are
compared in Table 2.

l Models l Inference Time (ms) ‘
Teacher Model 58.4
Student Model 15.2

Table 2: Inference time evaluation comparing the student
and the teacher model on Criteo data.

Figure 5 shows the average rewards of distillation bandit algo-
rithm compared to the baseline algorithm, which is student model
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Contextual Bandits Cumulative Reward Plot
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Figure 5: Cumulative Reward Result for Criteo Data

trained only on the ground truth. As shown in the figure, includ-
ing teacher model significantly enhanced the performance of the
algorithm.

5 CONCLUSIONS

Motivated by the need to trade-off model complexity against infer-
ence time in online optimization, we proposed to apply knowledge
distillation to, in particular, deep contextual bandit problems. We
demonstrated that our approach is able to significantly reduce in-
ference time when comparing to complex models, and outperforms
compact models that are not leveraging knowledge distillation. To
our knowledge, this is the first time that knowledge distillation tech-
nique is applied in a contextual bandit setting. The approach we
described here enables additional complex features such as image
and high dimensional embeddings to be incorporated into online
optimization models in various applications, including display ads
ranking and recommender systems.
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