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ABSTRACT
Word embedding is a basic building block in text processing tasks like classification, retrieval, and ranking. However, it is not a trivial task to aggregate a collection of word embeddings to a single vector representation. In particular, we have an annotation system at Pinterest where a set of concrete annotation terms are used to describe the content of a pin. Although we use a pre-trained PinText model [40] to derive the annotation embeddings, using the average of annotation embeddings as the pin’s embedding is not always optimal for a particular application. This leads to a common choice that practitioners often have to make: pre-train a unified word embeddings and fine-tune it everywhere, or learn the embeddings end-to-end together with the task-dependent machine learning model parameters. In this paper, we focus on the best pin-level embeddings given pins’ annotation set as the text input. We extend PinText to the second version by the following improvements applicable to scenarios where bag of text snippets are input: 1) extend the word embedding dictionary in the multitask learning setting to include phrase-level embeddings using a data-driven approach to identify the most important phrase dictionary; 2) propose a deep neural networks model architecture with attention mechanisms to best combine pin’s annotation embeddings; 3) conduct thorough study on the performance gap between pre-trained and end-to-end embeddings.

CCS CONCEPTS
• Computing methodologies → Learning latent representations; Multi-task learning.
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1 INTRODUCTION
With more than 300 million people (pinner) come to Pinterest app looking for inspirations every month, we are able to convert such huge amount of users’ engagements into supervised information, which leads to various stronger machine learning models that in turn help improve pinners’ experience, than models learned in an unsupervised way. In particular, embedding models which map a concrete object to a real vector representation, including Graph-SAGE embedding [12] on pins, Act-A-Like embedding [7] on users, Universal Visual Embedding [39] on images, and PinText embedding [40] on text snippets like search query or pin’s title, are super useful due to the fact that they can be easily plugged into existing models or systems taking real vectors as input. They also produce off-the-shelf feature vectors for a cold start on a new application. Those embedding solutions have been playing important roles in the various machine learning-based backend retrieval and ranking systems.

In this paper, we focus on improving text embedding models. PinText [40] is a static pre-trained word-level embedding model at Pinterest aiming to capture word semantics. It has exhibited better performance in nearest neighbor retrieval than other open sourced text embedding models like word2vec [21] or fastText [11]. This makes it very useful for query expansion or embedding based pin retrieval. We conclude that the gain is most probably from two facts: 1) it is supervised training instead of unsupervised training as in word2vec; 2) it uses Pinterest user engagement data from multiple surfaces that fit the Pinterest application better. However, despite the gains, this PinText V1 still has the common limitations of pre-trained word embeddings algorithms. In particular, there are two aspects we hope to study further:

• It is not trivial to construct object-level representation from word-level embeddings. We use the average of word embeddings as default aggregation which is not necessarily optimal;
• The word semantics may depend on its context, but pre-trained word embeddings are static. They cannot change with different context;
The solutions of these two limitations depend on the specific problems. For example, if the object is a sequence like a natural language sentence, then probably word order is important. If the object is a collection, the learned embedding should be independent of the text orders inside the collection. As a visual discovery platform, it is not uncommon that pins do not have direct text information associated with it. We rely on an annotation system\(^1\) which predicts a set of annotation terms describing the content of the pin. Figure 1 gives a real example from our annotation model predictions. The annotation term dictionary is constructed in a data-driven approach and each term usually contains less than 5 words. In order to derive the pin level embedding, the unique “set of short phrases” characteristic makes existing natural language process (NLP) models like BERT [6] not necessarily optimal. Moreover, we hope to use the learned embedding for retrieval purpose in search or related pin surface on the fly. The heavy computation cost of BERT makes it prohibitive to deploy in a production environment.

For retrieval purposes, BERT still has the advantage of capturing semantics better while providing smooth control over the number of candidate documents compared with traditional keyword matching based information retrieval systems. However, it is not trivial to adopt BERT based models directly for large-scale retrieval systems as they are usually designed for NLP tasks that take sequential input data. For example, the fact that annotations of a pin is a set instead of a sequence implies there is no clear grammar dependency between different annotations. Useful tricks like position encoding will not apply here. Empirically, we also find that the representation generated by BERT may not work well for direct cosine similarity.

In this paper, we propose an attention-based algorithm to combine annotation level embeddings into pin level embedding, inspired by the key ideas in embedding language model (ELMo) [24] and hierarchical attention networks (HAN) [38]. Specifically, at the lower layer, we employ bi-directional recurrent neural networks or phrase-level PinText V1 to model the per annotation embedding. At the higher layer, we use attention score weighted average of annotation embeddings as the per pin embedding. We use related pin engagement to construct the learning objective function: the similarity between an engaged [subject pin, candidate pin] pair should be greater than a random negative pair. As shown in figure 2, a candidate pin is positive if it shares the inherently same concept as the subject pin to the user, i.e., Balboa park building. Pinners’ operations on candidate pins are essentially voting for such common concepts. Our motivation is that a good pin embedding is supposed to capture these concepts. We derive pin level embedding in a principled way by paying attention to annotations when optimizing pin to pin relationship and make the embedding depending on the context.

In addition to this related pin specific embeddings, we also improved PinText V1 by using more training data and covering phrases directly. As a result, we are able to evaluate them to answer two interesting questions:

- Is attentive combination better than a simple average when transferred in a different application?
- Is end-to-end embedding in a specific application better than a pre-trained static embedding?

We present the algorithms in section 3, the implementations in section 4, followed by experiments in section 5.

2 RELATED WORK

We refer readers to the related work section in [40] because they are still closely related to the solutions in this paper. In this section, we focus on analyzing the natural language processing models in recent years, which serves as the foundation of this paper and explain briefly the design decision of PinText V2.

The neural language model by Bengio et al. [2] is a seminal work about neural networks based NLP models, where each word can be represented in a vector space and feed-forward layers can be put on top for solving a particular NLP problem. After word2vec [21] is proposed, word embedding gradually becomes more of a standalone model rather than a module in a language model. Word2vec essentially learns the embedding of a word by reconstructing the words in an adjacent context window (either skip-gram or continuous bag of words). It achieves great success because it captures word co-occurrence information very well. Researchers have proposed a variety of word embedding algorithms to improve it in one way or another, including Glove [23], fastText [11], conceptNet [32], etc. These algorithms are usually unsupervised. StarSpace [36] takes a different approach to train embedding in a supervised way such that positive or negative pairwise relationships can be encoded by a simple similarity function in the embedded space. Because we have a huge amount of pinner engagement as supervised information, we train PinText V1 similarly in a multitask learning setting.

Pre-trained word embeddings are usually trained on a much larger training set than the training set available in a particular

---

\(^1\)https://medium.com/pinterest-engineering/understanding-pins-through-keyword-extraction-4dc94214c18
application. It has the great advantages to transfer the knowledge encoded in the embeddings for reduced fine-tuning time and relatively good model performance. However, one drawback of these pre-trained word embeddings is that they are static and cannot change with context. For example, “banana” is a fruit, but when it appears with “banana republic”, it becomes part of a fashion brand. Researchers proposed techniques to make each word embedding depending on the sequence it appears, e.g., CoVe [19], ULMFiT [27], ELMo [24], although these models are not designed for embedding only. In particular, the Transformer [33] model using the multi-head self-attention mechanism achieves very good performance in sequence to sequence NLP tasks. Based on the encoder part in the transformer architecture as the feature extractor, GPT [25, 26] / BERT [6] / MT-DNN [17] / XLNet [37] models pre-trained on large-scale data refresh all the NLP benchmarks. We do not use these models directly for two reasons: 1) our text input is short concrete phrases instead of long sentences; 2) there is no sequential information between phrases. Our text data is barely natural language. Another blocker for using transformer-based models after BERT in production is the heavy computation cost. It is probably feasible to run BERT offline. However, it is totally prohibitive to infer embedding online. There are some recent works focusing on making BERT more lightweight [10, 14, 15, 28, 31]. We will not elaborate on their details because we do not use Transformers.

However, the great success of the two-phase learning of these modern NLP models is very inspirational. That is one of the design motivations of PinText: we hope to train a text embedding model encoding most of the supervised information, then fine-tune it on a specific application. Therefore, transfer learning [18, 22] is a closely related branch. One important factor that has not been widely studied along embedding transfer is the maintenance cost [29] when multiple embeddings either on the same type or different types of entities are available. The critical point is whether the transferred embeddings are in the same space as the original embedding, such that entity similarities can be measured directly after the transfer.

To this end, we proposed to learn the attention scores [1] for a weighted combination of a bag of terms without changing the pre-trained term embeddings, inspired by the hierarchical attention networks [38]. In contrast, we also propose to learn the embeddings directly in a related pin classification task in the spirit of AutoML [8]. We examine their performance and cost in section 5.

3 Algorithms

Inspired by the recent NLP models, in particular, ELMo [24], HAN [38], and Transformer [33], we propose the supervised pin-level embedding algorithms in this section. It is a simplified version of HAN tailored for our problem.

3.1 Overall Model Design

At a high level, we learn the text embeddings from related pin pairs. Please refer to figure 2 for the illustration. Related pin pair involves a subject pin and a candidate pin. Based on the backend logging system, we are able to build a database of positive pairs according to users’ engagement. Then we can sample a collection of training data \( (z_i, z_{ij}, z_{ik}) \), where \( j \) is the index of positive candidate pins and \( k \) is the index of negative candidate pins for a particular subject pin index \( i \). The learning goal is to make the similarity between positive pairs bigger than negative pairs in the embedding space. Specifically, we calculate the pin level embedding \( z_i := H(P_i) \) as an attention weighted sum of the annotation level embedding \( H(A) \).

In PinText V1, we use average of word embeddings as either annotation or pin embeddings. In this paper, we hope to study if 1) learning annotation weight like attention score is better than simple average, 2) learning end-to-end embedding is better than pre-trained embeddings. We refer audience to [40] for better understanding the Pinterest surfaces.

3.2 Pin Level Encoder

Annotation Encoder. In a transfer learning setting, we simply employ a pre-trained text embedding model to generate the annotation embedding. Section 4.1 introduces such a strong baseline that can cover annotation embeddings well. We focus on an end-to-end embedding model in this section. Given an annotation \( A = [w_1, ..., w_K] \), we use a bi-directional recurrent neural networks to encode an annotation. Specifically, we use Gated Recurrent Units (GRU) [4] instead of Long-Short Term Memory units (LSTM) [13] because we found it’s simpler and sometimes results in better performance. For each word, we model it with a forward GRU \( \tilde{h} \) reading the words from \( w_1 \) to \( w_K \) and a backward GRU \( h \) reading from \( w_K \) to \( w_1 \):
\[ h(w_i) = \text{GRU}(x_i), i \in [1, K], \]
\[ h(w_i) = \text{GRU}(x_i), i \in [1, K]. \]

Here \( x_i \) is the \( d \)-dimensional embedding vector of word \( w_i \), which is going to be learned end-to-end with parameters at higher layers. The annotation level embedding vector would be the concatenation of the last word:

\[ h(A) = [h(w_k), h(w_K)]. \]

Pay attention to the fact that each annotation has three words on average. This short-length input significantly limits the gain of more complex models. We do care inference time complexity too. That’s the major reason why we do not use Transformer / BERT [6] and why we do not add attention at the word level as in HAN [38].

**Annotation Attention.** Given a pin \( P = \{A_1, ..., A_T\} \), after we get the vector representation \( h(A) \) at the annotation level, we introduce the attention mechanism to help identify the annotations that are important for the overall meaning of the pin. For each annotation \( A_i \), we map its embedding to a key vector \( k_i \). Assuming there is a global pin-level query vector \( q \), we have the attention score \( \alpha_i \) and attentive annotation aggregation \( h(P) \) defined as:

\[
\begin{align*}
\alpha_i &= \frac{\exp (k_i^T q / \sqrt{d})}{\sum_j \exp (k_j^T q / \sqrt{d})}, \\
h(P; W, b, q) &= \sum_i \alpha_i h(A_i),
\end{align*}
\]

where \( d \) is the dimensionality of embedding vectors. We can compare the difference between this attentive aggregation and average over word embeddings: 1) each annotation embedding \( h(A) \) is an RNN respecting word order information instead of a simple lookup in a pre-trained embedding table. This is particularly useful when unseen annotation terms emerge because they cannot be covered by the pre-trained phrase embeddings directly, and the averaging of word embeddings would lose the word order information; 2) each annotation embedding \( h(P) \) is a weighted sum of annotation embeddings. The weight is essentially the attention score that helps capture which annotations are useful for the pin’s semantics. They are supposed to show an advantage over the simple average.

**Multi-head Attention.** Each pin is polymorphic in nature, which means that the best representation may not be fixed in different contexts. Therefore, we employ the multi-head attention method as in the Transformer [33] model to learn multiple annotation combinations. Given \( H \) attention head, we have the concatenated multiple subspace representation as

\[ h(P) = \left[ \sum_i \alpha_i^h h(A_i) \right], \text{where } n \in \{1, ..., H\}, \]

where \([\cdot]\) is the vector concatenation operation. From the optimization perspective, multi-head attention mechanism uses more parameters to fit data than single-head attention, thus it has a chance to produce better empirical results.

### 3.3 Related Pin Classification

With the pin level’s representation, we learn all the model parameters in a related pin classification task. Here is the tradeoff between classification precision and retrieval efficiency plays a critical role in the learning paradigm design. On the precision side, we can put multiple dense layers to squeeze out the best classification model when large amounts of labeled training data is available. On the retrieval efficiency side, in general, a retrieval system consists of multiple layers of rankers. It is totally feasible to apply complex models to the last re-ranking layers where the ranking candidate set usually contains hundreds of pins. However, there are billions of pins on the first layer to be retrieved and ranked. We must be able to build index mapping query vectors to candidate pins because we need to retrieve rank billions of pins in realtime.

Therefore, we simply use margin rank loss as in PinText V1 [40] to encode classification model into embedding vector similarity. Let \( z_x := h(P_x) \) denote the pin level vector, we have the retrieval based
We end up with phrases in the following categories: English phrases, French phrases, German phrases, Spanish phrases, Portuguese phrases, and Japanese phrases. We present some implementation details in this section. First we describe some practical approaches that can improve PinText V1 significantly, then we describe how to handle large-scale embedding training.

## 4 IMPLEMENTATIONS

We present some implementation details in this section. First we describe some practical approaches that can improve PinText V1 significantly, then we describe how to handle large-scale embedding training.

### 4.1 Improved Pre-trained Baseline

The supervised multitask word embedding PinText V1 is a pretty strong baseline [40]. With the drawback of simple word embedding may lose useful word order information, it also has the advantage of ready-to-use for any cold start problem. This is essentially knowledge transfer from billion-level user voting for the semantic relationship between two entities. Therefore, we try to improve V1 as the baseline such that it still solves the problem if a downstream user does not have the data or resource to train their application-specific text embeddings.

As the major drawback of V1 is order-unawareness, we propose two major improvements:

- enumerate the word n-grams of input text instead of using word only;
- build a phrase dictionary by detecting valid n-grams in a data-driven approach.

In a nutshell, we learn pre-trained embeddings of not only words but also phrases at the training phase. We check all n-grams of input text against a phrase dictionary and use their mean embeddings as input text embedding at the inference phase. The learning and inference tech stack is the same as PinText V1.

The core of this improvement is to build the covered phrase embeddings and treat them as a single word. We respect the word orders in this way because different word orders form different phrases. We use a data-driven approach to identify phrases that have the best semantic meaning and have the most business impact. We end up with phrases in the following categories:

- **Search Queries.** We rank search queries on Pinterest in the past two years in the descending order of search frequency. Then we merge the top query list to the phrase dictionary.
- **Ads Keywords.** The advertisers on Pinterest platform are able to upload the keywords of their ads for targeting purposes. Those keywords are often of high quality. They also have a significant impact on business goals.

#### Phrases in Pre-trained Embeddings

There are valid phrases in some open-sourced text embedding models. In particular, we add all the phrases in ConceptNet [32] to our dictionary.

#### Annotation Terms

We have an internal annotation system [34] tagging the concepts in pins. They are also the text input of pins in this paper. All canonical annotation terms would be valid phrases. Note, this means all annotations are available in the learned embedding dictionary. A simple lookup operation generates annotation level embedding. That’s the major reason that we are confident the improved PinText V1 is a strong baseline to beat given the near 100% coverage of Annotation terms.

The above sources lead to about 8.5 million phrases. We get 18.7 million phrases and words, which has about 9 million non-English tokens (a token is a word or a phrase). It is very important to have tokens of different languages embedding in the same space such that we can handle all languages uniformly in downstream applications. The PinText algorithm is language independent. If the pair has both English and non-English tokens appear frequently enough, the rank margin loss minimization will learn the cross-language similarity automatically. This improved PinText baseline model is good enough to replace other open-sourced models. Table 1 presents the annotation coverage of some top languages. Empirically, we found that embeddings of Asian language words have worse than expected multilingual performance. But the other major languages are reasonably good. We have successfully deployed it into our ads retrieval/ranking systems.

### 4.2 Single Instance Training

In a typical setting, the learned embedding dictionary contains about 10+ million tokens and each token has a 64 dimensional real vector. Note that there are only a few thousands of English words used frequently. The coverage at this scale takes about 10 Gigabytes on disk. So such an embedding model can be fully hosted in memory. Suppose there are 10+ million positive training pairs, training can finish in hours with a modern workstation. In reality, dev’s time is way more expensive than the machine’s time or the machine’s hardware cost. We argue that single instance training with all training data should handle most of the cases. It should be the preferred way to a complex distributed setting.

When the number of training pairs goes up to billion+ level, it is not good to load them in one pass and let training go. Any interruptions would lead to either a corrupted model or an orphaned model having nowhere to continue. We find a practical way to handle billion+ level training: we first shuffle the training data and split it into 100 partitions of about the same size. Then we train the embedding sequentially. The trick is to use the output of the last partition as the warm start of the current partition. For the first partition, we need to collect all the tokens covered in training data and initialize their embeddings by random vectors. One can prove that the model in this way has the same quality as the model using the full training data in one run. For each positive pair, we sample the negative pins randomly within a batch of training pairs. This batch size is much smaller than the partition size (in the 10+ million scales). Therefore, gradient updates are the same because...
the current batch for deriving gradients is essentially the same. It also provides the opportunity to evaluate model quality per batch, which is important for controlling model quality and stopping criterion.

4.3 Asynchronous Distributed Training

Another choice is to train the embedding in a distributed manner. Usually we categorize distributed training into data parallelism and model parallelism. In the former case, each training worker holds the whole model and uses a portion of training data to calculate gradients. In the latter case, the model is so huge that it cannot be handled by a single worker. One has to employ multiple nodes to hold the whole model architecture. As we mentioned in section 4.1, we have a model containing the embedding vectors of less than 20M tokens, which can be held in memory by a modern server. However, the number of training instances is easily above billions, or the physical size on disk easily goes up to a few terabytes. Therefore, data parallelism can be very helpful if there is a dedicated cluster available. We employ Kubeflow \(^1\) as the framework for distributed training, where a parameter server (PS) holds the whole model and a couple of workers communicating with PS to exchange gradients. It is essentially an asynchronous stochastic gradient descent (SGD) algorithm \([5]\). There are many more recent works that make distributed SGD better (e.g., \([20, 35]\)). But we argue that distribution itself is the most significant factor in this PinText context, instead of details on gradient calculation or communication, given our model is relatively simple.

5 APPLICATIONS AND EXPERIMENTS

We report some empirical results and discoveries in this section.

5.1 Experiments Setup

Aligning to section 3, we use cosine similarity to rank candidate pins w.r.t. a subject pin in the related pin ranking task. The solutions we have evaluated include:

(i) **Raw Text**: rank based on traditional text-matching based retrieval. We use the number of matched annotation terms as the ranking score;

(ii) **Concept Net**: among the open-sourced word embeddings, we found Concept Net usually has the best performance for our text similarity scenario \([32]\);

(iii) **PinText V1**: the average of annotation term embeddings. When annotation does not appear in the embedding dictionary, use the average of word embedding as annotation embedding;

(iv) **PinText V2 Transfer**: fix the annotation embedding to be the results of improved V1 in section 4.1, but learn the multi-head attentions for a better pin-level annotation combination;

(v) **PinText V2 End2End**: we learn both the annotation embedding and the pin-level combination in an end-to-end manner.

We evaluate three different types of candidate pins:

- **Organic Pins**: The most general cases where candidate pin could be any pin on the platform;
- **Product Pins**: The candidate pin is about a product provided by partners that is likely to be purchased offline;
- **Promoted Pins**: The candidate pin is essentially an ads generated by advertisers.

For a given subject pin, we rank its collection of candidate pins and evaluate the average precision@K. Those three types of pins have very different metadata. For example, a promoted pin (a.k.a. ads) usually have a clear text description to attract pinners click on it. But general organic pins do not necessarily have text descriptions. Product pins and promoted pins also have different triggering mechanisms to be distributed from organic pins. Therefore, it is better to evaluate different types of pins to eliminate algorithm bias as much as possible. Table 2 presents the labeled dataset size of three types of pins.

We employ vendors to label the relevance degree for each related pin pair. We always have an odd number of labels and use majority voting to decide whether it is positive or negative. We use the idea of active learning \([30]\) to sample the candidate pins, because we hope to avoid too easy cases where embedding algorithm itself may not even be needed. Given a related pin ranking model and the final utility boosting logics in our system, we select candidates

\(^1\)https://www.kubeflow.org/
5.2 Attention is Better than Simple Average

The top-k ranking precision is presented in table 3, 4, and 5. First of all, there is a clear trend across all types of pins about the performance of the evaluated methods: (iv) > (iii) > (ii) > (i). We draw the following conclusions about this performance order:

The attentive bag-of-annotation combination is better than simple average of word embeddings. It shows 3% to 10% P@1 gains. This verifies our design motivation exactly. It is not uncommon that a higher level entity is composed of a collection of lower level entities. In this particular case, the higher-level entity is a pin and the lower level entity is an annotation term. As shown in figure 1, the annotation have two limitations: a single annotation can have multiple synonyms that may dominate the pins text information; some annotation is simply not related to the pin’s content. Learning the attention scores as weights gives the chance to decide the correctness or relevance of the annotation terms. As a result, it always produces better precision than non-attention solutions.

One straightforward way to combine annotation embeddings is to use the annotation prediction score as weights. However, as shown in the example in figure 1, all the annotation scores have a similar distribution. It cannot really distinguish the truth concept with model predicted scores below than a threshold and its final ranked position bigger than a threshold. The relevance of those lower ranking pins is essentially harder to be defined.

The hyperparameters we used in these experiments: embedding dimension $d = 64$, attention head number $H = 4$, max sampled positive candidate number $M = 10$, max sampled negative candidate number $N = 50$, the rank loss margin $\mu = 0.5$, starting learning rate is 0.01. We use Adam optimizer and Tensorflow implementation.

Table 3: P@K for organic pin ranking based on embedding similarity.

<table>
<thead>
<tr>
<th>Model</th>
<th>K=1</th>
<th>K=2</th>
<th>K=3</th>
<th>K=4</th>
<th>K=5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw Text</td>
<td>48.99%</td>
<td>45.93%</td>
<td>44.63%</td>
<td>43.07%</td>
<td>41.13%</td>
</tr>
<tr>
<td>Concept Net</td>
<td>50.63%</td>
<td>48.44%</td>
<td>46.06%</td>
<td>44.01%</td>
<td>41.48%</td>
</tr>
<tr>
<td>PinText V1</td>
<td>51.83%</td>
<td>48.86%</td>
<td>46.31%</td>
<td>44.45%</td>
<td>42.08%</td>
</tr>
<tr>
<td>V2 Transfer</td>
<td>78.52%</td>
<td>70.93%</td>
<td>65.02%</td>
<td>58.98%</td>
<td>53.29%</td>
</tr>
<tr>
<td>V2 End2End</td>
<td>51.65%</td>
<td>48.22%</td>
<td>45.61%</td>
<td>43.35%</td>
<td>41.56%</td>
</tr>
</tbody>
</table>

Table 4: P@K for product pin ranking based on embedding similarity.

<table>
<thead>
<tr>
<th>Model</th>
<th>K=1</th>
<th>K=2</th>
<th>K=3</th>
<th>K=4</th>
<th>K=5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw Text</td>
<td>67.90%</td>
<td>66.91%</td>
<td>65.43%</td>
<td>61.60%</td>
<td>58.76%</td>
</tr>
<tr>
<td>Concept Net</td>
<td>68.88%</td>
<td>67.28%</td>
<td>64.77%</td>
<td>62.46%</td>
<td>60.00%</td>
</tr>
<tr>
<td>PinText V1</td>
<td>71.36%</td>
<td>68.52%</td>
<td>66.50%</td>
<td>63.40%</td>
<td>60.40%</td>
</tr>
<tr>
<td>V2 Transfer</td>
<td>74.07%</td>
<td>70.49%</td>
<td>68.64%</td>
<td>65.74%</td>
<td>62.91%</td>
</tr>
<tr>
<td>V2 End2End</td>
<td>74.07%</td>
<td>69.87%</td>
<td>66.83%</td>
<td>63.46%</td>
<td>60.99%</td>
</tr>
</tbody>
</table>

Table 5: P@K for promoted pin ranking based on embedding similarity.

<table>
<thead>
<tr>
<th>Model</th>
<th>K=1</th>
<th>K=2</th>
<th>K=3</th>
<th>K=4</th>
<th>K=5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw Text</td>
<td>53.15%</td>
<td>50.27%</td>
<td>47.34%</td>
<td>44.91%</td>
<td>42.72%</td>
</tr>
<tr>
<td>Concept Net</td>
<td>52.74%</td>
<td>51.37%</td>
<td>48.85%</td>
<td>46.29%</td>
<td>43.84%</td>
</tr>
<tr>
<td>PinText V1</td>
<td>53.98%</td>
<td>52.40%</td>
<td>50.14%</td>
<td>47.28%</td>
<td>44.81%</td>
</tr>
<tr>
<td>V2 Transfer</td>
<td>56.60%</td>
<td>53.43%</td>
<td>51.05%</td>
<td>48.04%</td>
<td>45.71%</td>
</tr>
<tr>
<td>V2 End2End</td>
<td>55.91%</td>
<td>52.74%</td>
<td>50.27%</td>
<td>47.42%</td>
<td>44.97%</td>
</tr>
</tbody>
</table>

Figure 6: Training data comparison between V1 and V2. For V1, we use large volume of training data from all the surfaces we can collect, which covers all the free text. For V2, we focus on the related pin classification / ranking application, which covers top annotation terms.

Balboa park from general vague concept Beautiful places. In order to get deeper insights, we plotted the relative prediction score histogram in figure 5 (a). One can see that the frequency of $s > 80$ takes a big portion. The overall distribution is flat.

Figure 5 (b) plots the relative attention score distribution on the same data setup. It has a clear big gap between the largest score and the second-largest score, which probably means that it captures the most important concept of the pin. It also has a high frequency for the 0 score, which probably means it can single out irrelevant information. Together with the multi-head mechanism, it provides a principled way of combining entities in a bag-of-entity context.

In-house multi-task supervised embedding is better than open source embeddings for internal applications. This has been previously proved in the former version [40] in a text classification setting. We hope to highlight some basics of the PinText advantages: 1) it is supervised; 2) it uses large-scale multiple surfaces’ data; 3) it is multilingual in nature. On the promoted pin dataset, it has only +1.2% gain compared to ConceptNet. Note the fact that we only used English annotation terms in these experiments because our focus is to evaluate attention mechanism and end-to-end embedding. The gain of PinText would be bigger on international text due to its significantly better coverage. The other factor to consider is that we purposely sacrifice some embedding model performance by using a smaller dimension 64, compared to 300 in Concept Net. We found 64 is the minimum number we can take empirically. Reducing it further to 32 dimensions would hurt performance significantly.

Embedding based ranking is better than simple raw text match based ranking. The best embedding based method boosts P@1 by 49% → 78%, 68% → 74%, and 53% → 57%, respectively. This is not surprising because embedding based ranking provides a smooth comparison between text semantics. It leads to the opportunity to match pins when there are no exact text match between them.

5.3 End2End is Not Better than Pre-trained

The second important dimension we measure is that if end-to-end embedding is better than pre-trained embedding. It has tied P@1 74% on the product pin dataset, slightly worse 56.6% → 55.9% on the promoted pin dataset, and much worse 78% → 51% on the organic dataset.
Before we draw conclusions, we need to carefully study the training setup of Pre-trained and End2end embedding. The truth is that we can never have fair comparison between them on the same training data. Or put the other way: the gain from pre-trained embedding transfer is because that it has the opportunity to use huge volume of possible data, while End2end learning has to be within the scope of the problem it tries to solve. If we restrict pre-trained embedding to the same training data, then probably end2end learning will win, on the condition that 1) the training dataset size is big enough to derive a good model; 2) the training data have identical or very similarity distribution as the inference stage.

In an academic setup, we leave out a portion of the training data to tune hyperparameters (or use cross-validation) and another portion of the data for evaluation purposes. In industry, the evaluation is usually an online service that takes multiple features as inputs. Depending on the input data for the embedding, it may have a distribution that is totally different from the offline collected training data. This is a true dilemma:

It requires a multiple million numbers of training instances, considering the fact that we need to learn the embedding vectors together with the layers in the deep neural network model. Suppose there are 20,000 popular words, then the number of embedding parameters goes up to $20K \times 64D > 1M$. We simply cannot afford the labeling cost of multiple million levels of data. Instead, we try to "mock" the relevance between related pins by pinners' engagements. This is a good way to unlock the training data size. However, when we evaluate the model, we care about its performance on the challenging cases, which are labeled by human beings. That is exactly the training/evaluation discrepancy checks in.

Figure 6 compares the training data of PinText V1 and V2. As stated in [40], we use all available engagements from all three surfaces including homefeed, search, and related pin to train V1. Even after reasonably strict filtering, we end up with multiple billion levels of training instances. We have to stay with the particular related pin ranking problem in V2 end2end training. As a result, it only takes less than $<5\%$ of training dataset size. It also covers only $<20\%$ of V1 English words because it only cares about canonical annotation tokens. We conclude that the performance gap of end2end and pre-trained embeddings are from training data difference and the discrepancy between training data and evaluation data. We also must stress that there is no golden rule about which one is the best strategy. It is totally dependent on the problems and the resources to build the model.

5.4 Some Applications
Given the techniques we presented so far, we are able to derive the pin level embedding from the text snippets it has. We have deployed PinText to several important productions. We would like to select a few here in the hope of inspiring other practitioners and researchers. One direct impact is text classification tasks. We have many text classification problems at Pinterest, for example, Query2Interest and Pin2Interest [16], which maps an input text snippet to a node in an interest taxonomy [9]. We use FastText a lot as a pure text classifier [3] which learns word embeddings internally. But there are also many cases where we have other crafted non-text features, where embeddings can be plugged in as inputs. We are able to make those scenarios better by the V2 techniques here.

A second important application is pin level ranking. The V2 approach provides a principled way to generate pin-level embedding given text as inputs. By building indexes for pins, we are able to retrieve the embedding vector in real-time, and use it as input layer of deep neural network-based ranking models. Due to the limited space and the fact that they are not replicable to non-Pinterest engineers, we omit the online A / B experiments in this paper. It shows that such text-based pin embedding provides extremely useful complementary results in additional to other types of embeddings, like visual embedding [39] or GraphSAGE embedding [12].

The V2 transfer setting brings an important feature: the attention score function is nonlinear, but the combination of annotation embeddings is indeed linear. This means the pin embedding lives in the same space as the text embedding model. It avoids embedding projection or other complex techniques to make pin to text comparison possible.

6 CONCLUSIONS
In this paper, we improved PinText V1 by making it include phrases in a pure data-driven approach. Then we proposed PinText V2 that can combine lower entity level embeddings to a single higher-level entity embedding based on attention mechanism. We studied a very interesting and important question about if end2end embedding with limited data can beat pre-trained embedding with a huge volume of training data.

The answer is clear in a related pin ranking problem: in-house text embedding is better than open sourced embedding due to the fact that the former fits our data better; embedding based ranking is better than plain text-matching based ranking due to the fact that the former provides smooth and semantic level similarity calculation; pre-trained embedding can be better than end-2-end embedding when the latter has limited training data and when there is concept drift between evaluation and training data. We have to mention that the conclusions above are context-dependent. It is possible to have end2end embedding better, with application-specific data sampling and model architecture design. Our motivation here is to bring up a general embedding learning strategy.

In future, we plan to work in the following space: first, when there are multiple embeddings available in the system, how to make them work together to squeeze out the best performance. One pain point is that different embeddings are not comparable directly. There is no easy way to project them into the same space without losing quality. Second, technical debt checks in when we try to upgrade embedding versions that are widely used in production. Making sure of auto-regular updates is an essential requirement to keep downstream models up-to-date. Third, avoid end2end embedding learning for a particular application as much as possible, to reduce tech debt and transfer existing knowledge.
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